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Phenotyping yield is labor and time expensive



Orthomosaic image using PIX4D

Original images MatchingLayout Orthomosaic 



Height



Replicate 1Replicate 2Replicate 3

(May 5, 2019)

Drone images (RGB)

100 feet, ten minutes, ~400 images, joined by PIX4D



Manual Curation of shape file (QGIS)
Samuel Revolinski

sr.revolinski@uky.edu



Canopy area explained 50% of biomass variation

Unpublished data



Four Roadblocks for Using UAV Images
•Depend on ground devices for geographical information
•Manually draw polygons  
•Manually draw lines
• Intensive training to extract pixels of interest

https://www.pix4d.com/blog/large-drone-map-yangtze https://spj.sciencemag.org/plantphenomics/2019/2591849/ https://academic.oup.com/view-large/figure/118774504/btx180f1.tif

https://academic.oup.com/view-large/figure/118774504/btx180f1.tif


James Chen 

https://doi.org/10.3390/rs12111697

niche@vt.edu

https://doi.org/10.3390/rs12111697
mailto:niche@vt.edu


Manual Automatic

Canopy area explained 70% of biomass variation

Unpublished data



Independent validation

Zhou Tang
https://doi.org/10.1038/s41598-021-82797-x

https://doi.org/10.1038/s41598-021-82797-x
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II: Mechanic ageI: Dark age III: Electronic age

Motivation from counting seeds

IV: Computer age



Challenge: adjacent seeds



User interaction in GridFree 
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User resets thresholds

Yang Hu



Results of user interaction

A

B



GridFree

Grain Scan

ImageJ

Seed Counter







doi:10.1093/plphys/kiab226
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What stories does this image tell?



a b

Early Detection is critical to control stripe rust



Neural Networks
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Frank Rosenblatt
(Cornell)

Marvin Minsky 
(MIT)



Geoffrey Hinton
Godfather of AI

B.A., Psychology, Cambridge
Ph.D., AI, Edinburgh



George Cybenko's Theorem

Simple neural networks can represent a wide 
variety of interesting functions 

Impact factor 1.518
Cited by 17,751



Computer demonstration

By Michael Nielsen / Dec 2019

http://michaelnielsen.org/
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Wheat stripe rust early detection

https://zzlab.net/Rooster

Yang Hu

Zhou Tang

https://zzlab.net/Rooster


Residual Neural Network Architecture

Customized ResNet18: RustNet

Non-disease

Disease

Zhou Tang

Pretrained

https://doi.org/10.1016/j.compag.2023.107709

https://doi.org/10.1016/j.compag.2023.107709
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Revers and customization



Prediction with RustNet



Auto label

Train

ClassificationDisagreement

Update

Human label
Systematically label tiles as infected and uninfected 

based on the majority tiles on an image

Transfer learning with ResNet

Infected and uninfected tiles and imagetiles with labels different from classifications

Label tiles with disagreement

Adjust incorrect classification

Semi automatic 
image labeling

Online learning

Step 1

Step 2

Step 3



Random

https://zzlab.net/Rooster

Prediction accuracy

https://zzlab.net/Rooster


What does it mean for farmers?

Assumptions
• To find ten infected leaves on average 
• Confidence to find at least one: 99.99%
• Taking images every two seconds
• Leaves per image: 200
• Frequency: 0.01%

Stage FDR False+ Power Images Time (m)
2 50% 10 35% 1,429 48
3 50% 10 50% 1,000 33

3++ 50% 10 65% 769 26
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Rabbit holes!



Zhou Tang

Training

Prediction

Label
Classification
Segmentation

LADDER



Build a computer vision system within an hour 

2 - 5 mins 
to train a tile

1 tile

5 tile



Each image take ~ 2 mins

Works on wheat 
with different settings



Corn and rice



Chesnutt and chickpea



Lentil and Apricot



Cands  and Beans
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Soybean cyst nematode

Customized System



Soybean cyst nematode



Training set Testing set

Alfalfa flower 3 (2 dark, 1 light) 2 (1 dark, 1 light)



Training set Testing set

Alfalfa Stem 6 (3 dark, 3 light) 4 (2 dark, 2 light)
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Plug & Play



Club

Common

• Bran separates more cleanly from the 
endosperm for milling
• High flour yield
• Low water absorption
• Low gluten strength



80%



Build a path for everyone 
to succeed in AI

Plug&Play



Models for Transfer Learning

Click “Model” click “OK” do not choose any model
Load pre-trained model “ResNet50”
Neural Network Model editing:
Mouse click on layer component to display layer configuration
*Pre-trained model layers cannot be removed

Model Size 
(MB)

Top-1 
Accuracy

Top-5 
Accuracy

Parameters Depth
Time (ms) 

per inference 
step (CPU)

Time (ms) 
per inference 

step (GPU)

Xception 88 79.0% 94.5% 22.9M 81 109.4 8.1
VGG16 528 71.3% 90.1% 138.4M 16 69.5 4.2
VGG19 549 71.3% 90.0% 143.7M 19 84.8 4.4

ResNet50 98 74.9% 92.1% 25.6M 107 58.2 4.6

EfficientNetB0 29 77.1% 93.3% 5.3M 132 46.0 4.9

EfficientNetB1 31 79.1% 94.4% 7.9M 186 60.2 5.6

EfficientNetB2 36 80.1% 94.9% 9.2M 186 80.8 6.5

EfficientNetB3 48 81.6% 95.7% 12.3M 210 140.0 8.8

EfficientNetB4 75 82.9% 96.4% 19.5M 258 308.3 15.1

EfficientNetB5 118 83.6% 96.7% 30.6M 312 579.2 25.3

EfficientNetB6 166 84.0% 96.8% 43.3M 360 958.1 40.4

EfficientNetB7 256 84.3% 97.0% 66.7M 438 1578.9 61.6

AI4EVER pre-trained (ImageNet) neural-network models

* Pre-trained models are from Keras and TensorFlow

https://keras.io/api/applications/xception
https://keras.io/api/applications/vgg/
https://keras.io/api/applications/vgg/
https://keras.io/api/applications/resnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/
https://keras.io/api/applications/efficientnet/


Neural Network Model Architecture

Click “New Model” 
• Default three layers: input, flatten, dense(output)

Select neural-network layers from “Add node class”
Click on layer component to trigger layer editor
*Drag layer component to change their positions
* Need to type layer names for input and output



Training

Button to trigger training 
strategy

• Start: To train at the background 
• Script: To generate command line script and all files to run on server or other computer



Collaborators and funding

Arron Carter Mike  Pumphrey Karen  Sanguinet Kawamu Tanaka Sindhuja  Sankaran Longxi Yu

Mike PeelCamille SteberDeven SeeKim CampbellAnanth KalyanaramanJack Brown





World class scenery, Research & Education

Thank you for your attention!


